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**Cuadro comparativo modelos con GridSearchCV**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Modelos** | **Conjunto entrenamiento**  **Mejor Modelo y Mejores Parametros** | **Conjunto test**  **Mejor Modelo y Mejores Parametros** | **roc\_auc\_score** | **f1\_score** |
| **Random Forest con GridSearchCV**  GridSearchCV(cv=3, estimator=RandomForestClassifier(), n\_jobs=-1,  param\_grid={'class\_weight': ['balanced', 'balanced\_subsample'],  'criterion': ['gini'], 'min\_samples\_leaf': [1],  'min\_samples\_split': [2, 3],  'n\_estimators': [100, 150], 'random\_state': [0]},  scoring='accuracy', verbose=4) | RandomForestClassifier(class\_weight='balanced\_subsample', n\_estimators=150,  random\_state=0)  Mejores Parametros  {'class\_weight': 'balanced\_subsample', 'criterion': 'gini', 'min\_samples\_leaf': 1, 'min\_samples\_split': 2, 'n\_estimators': 150, 'random\_state': 0}  Best Random Forest accuracy: 0.7635926325282104 | RandomForestClassifier(class\_weight='balanced\_subsample', n\_estimators=150,  random\_state=0)  Mejores Parametros  {'class\_weight': 'balanced\_subsample', 'criterion': 'gini', 'min\_samples\_leaf': 1, 'min\_samples\_split': 2, 'n\_estimators': 150, 'random\_state': 0}  Best Random Forest accuracy: 0.7712793050830126 | 0.9963873587977445 | 0.9946850937475921 |
| Random Forest con MinMax Scaler  GridSearchCV(cv=3, estimator=RandomForestClassifier(), n\_jobs=-1,  param\_grid={'class\_weight': ['balanced', 'balanced\_subsample'],  'criterion': ['gini'], 'min\_samples\_leaf': [1],  'min\_samples\_split': [2, 3],  'n\_estimators': [100, 150], 'random\_state': [0]},  scoring='accuracy', verbose=4) | Mejor Modelo  RandomForestClassifier(class\_weight='balanced\_subsample', n\_estimators=150,  random\_state=0)  Mejores Parametros  {'class\_weight': 'balanced\_subsample', 'criterion': 'gini', 'min\_samples\_leaf': 1, 'min\_samples\_split': 2, 'n\_estimators': 150, 'random\_state': 0}  Best Random Forest accuracy: 0.7233946439480992 | Mejor Modelo  RandomForestClassifier(class\_weight='balanced', n\_estimators=150,  random\_state=0)  Mejores Parametros  {'class\_weight': 'balanced', 'criterion': 'gini', 'min\_samples\_leaf': 1, 'min\_samples\_split': 2, 'n\_estimators': 150, 'random\_state': 0}  Best Random Forest accuracy: 0.7425445835669565 | 0.9521462912803812 | 0.696718133141445 |
| Modelo Linear SVC  Accuracy: 51 |  |  | 0.5702747829163743 | 0.5503760725852266 |

De estaq tabla podemos deducir que el mejor modelo es el Random Forest con GridSearchCV por el accuracy y los score de las curvas ROC.

**Otros modelos**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Modelo** | **Mejores parámetros** | **Mejor Estimador** | **roc\_auc\_score** | **f1\_score** |
| **BayesSearchCV**  BayesSearchCV(cv=3, estimator=RandomForestClassifier(), n\_iter=3, n\_jobs=-1, scoring='accuracy',  search\_spaces={'bootstrap': Categorical(categories=(True, False), prior=None),  'max\_depth': Integer(low=6, high=20, prior='uniform', transform='identity'),  'max\_features': Categorical(categories=('auto', 'sqrt', 'log2'), prior=None),  'min\_samples\_leaf': Integer(low=2, high=10, prior='uniform', transform='identity'),  'min\_samples\_split': Integer(low=2, high=10, prior='uniform', transform='identity'),  'n\_estimators': Integer(low=100, high=500, prior='uniform', transform='identity')},  verbose=4)  **Best Score: 0.7817529931887099** | OrderedDict([('bootstrap', False),  ('max\_depth', 20),  ('max\_features', 'sqrt'),  ('min\_samples\_leaf', 7),  ('min\_samples\_split', 4),  ('n\_estimators', 165)]) | RandomForestClassifier(bootstrap=False, max\_depth=20, max\_features='sqrt',  min\_samples\_leaf=7, min\_samples\_split=4,  n\_estimators=165) | 0.8709147041582948 | 0.6927839550013443 |
| XGBClassifier  XGBClassifier(alpha=5, base\_score=0.5, booster='gbtree', colsample\_bylevel=1,  colsample\_bynode=1, colsample\_bytree=1, cv=3, gamma=0, gpu\_id=-1, importance\_type='gain', interaction\_constraints='', learning\_rate=0.1, max\_delta\_step=0, max\_depth=10, min\_child\_weight=1, missing=nan, monotone\_constraints='()', n\_estimators=50, n\_jobs=-1, num\_parallel\_tree=1, random\_state=0, reg\_alpha=5, reg\_lambda=1, scale\_pos\_weight=1, scoring='accuracy',  subsample=1, tree\_method='exact', validate\_parameters=1, verbose=3, verbosity=None)  **Boosting accuracy: 0.7846296117079046** |  |  | 0.5172265756922437 | 0.696718133141445 |

De la tabla anterior podemos deducir que el modelo BayesSearchCV también tiene un buen desempeño según los score de las curvas ROC.